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PREFACE

Project 89-107, Epidemiological Survival Methods, was developed to provide statistical guid-

ance on the design and analysis of PIT-tag survival studies to the Northwest fisheries community.

Studies under this project have determined the statistical feasibility of conducting PIT-tag smolt

survival studies, assessed analytical capabilities for analyzing the tagging experiments, and made

recommendations on study design.  As PIT-tag capabilities developed and research interests

increased, the project has been instrumental in maintaining the statistical capabilities for design-

ing and analyzing tagging studies to meet these expanded objectives.  This report describes three

alternate methods for constructing confidence intervals for the probability of survival of salmon

smolt between hydroelectric facilities.  Confidence intervals constructed using a non-parametric

bootstrap procedure and intervals constructed using a profile likelihood method are developed and

their performance compared to the standard confidence intervals based on normal probability the-

ory.

The statistical analysis was motivated by the continuing need for better and more realistic ana-

lytic tools and models for assessing the status of threatened and endangered salmon runs in the

Snake and Columbia River system.  In response to agency concerns that program SURPH has pro-

vided standard errors that are too small resulting in too narrow confidence intervals, we have

investigated these properties.  We compared standard calculations with the two alternative

approaches mentioned above.  While normal theory intervals performed adequately, we propose

implementation of the profile likelihood method which has the additional desirable property of

symmetric errors of over- and under-estimation.
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ABSTRACT

Objectives

Confidence intervals for survival probabilities between hydroelectric facilities of migrating juve-

nile salmonids can be computed from the output of the SURPH software developed at the Center

for Quantitative Science at the University of Washington.  These intervals have been constructed

using the estimate of the survival probability, its associated standard error, and assuming the esti-

mate is normally distributed.  In order to test the validity and performance of this procedure, two

additional confidence interval procedures for estimating survival probabilities were tested and

compared using simulated mark-recapture data.  Intervals were constructed using normal proba-

bility theory, using a percentile-based empirical bootstrap algorithm, and using the profile likeli-

hood concept.  Performance of each method was assessed for a variety of initial conditions

(release sizes, survival probabilities, detection probabilities).  These initial conditions were cho-

sen to encompass the range of parameter values seen in the 1993 and 1994 Snake River juvenile

salmonid survival studies.  The comparisons among the three estimation methods included aver-

age interval width, interval symmetry, and interval coverage.

Results

We found that the three methods produced nearly identical results in cases where a large number

of fish were detected after the initial release, whether this was due to a large release size, a high

detection probability, or a high survival probability.  In simulations with fewer fish detected after

release, the normal theory intervals typically provided nominal coverage and the most narrow

width but with a high degree of asymmetry, indicating that the intervals tended to underestimate

the survival probability more often than overestimating it.  In these cases, the bootstrap percentile

and profile likelihood methods also produced intervals with nominal coverage, but with much bet-

ter symmetry at the expense of slightly wider intervals.

Recommendations

In the simulations, the bootstrap intervals and profile likelihood intervals both provided nominal

coverage and had the additional property of symmetry.  Due to the high computational cost of the
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bootstrap procedure it is recommended that only the profile likelihood procedure be additionally

implemented into the SURPH survival analysis software.  The choice between normal theory

intervals and profile likelihood intervals becomes a choice between the narrower, asymmetric

intervals resulting from the normal theory, and the wider, symmetric intervals based on the profile

likelihood.  If there is equal concern about overestimation and underestimation of parameters,

symmetric intervals would be desirable and the profile likelihood method should be used.  Thus,

our recommendation is that profile likelihood methods be incorporated into SURPH and that the

profile likelihood should be the method for constructing confidence intervals for survival proba-

bilities for juvenile salmonids on the Columbia and Snake River systems.  For most river condi-

tions, the resulting intervals will be similar to the normal theory intervals providing added

assurance of reliable estimates.
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Introduction

For several years the survival of out-migrating chinook salmon (Oncorhynchus tschawyscha)

and steelhead (O. mykiss) has been assessed on the Snake River system in Washington by the

National Marine Fisheries Service (NMFS) and the University of Washington (e.g. Muir et al.

1995, Iwamoto et al. 1994).  These salmon smolt have been individually fitted with PIT-tags that

can be detected at slide gate facilities at subsequent downstream hydroelectric facilities.  Statisti-

cal survival models similar to those developed by Cormack (1964), Jolly (1965), and Seber (1965)

and extended by Skalski et al.(1993), Smith (1991), and Hoffman (1993) have been  used to esti-

mate survival probabilities and their associated standard errors.  These algorithms have been

implemented into the computer program SURPH.1 (Smith et al. 1994) developed at the Center for

Quantitative Science of the School of Fisheries at the University of Washington.

Recently concern has been voiced that the standard errors reported for the estimates of sur-

vival probabilities between hydroelectric projects may be too small, resulting in confidence inter-

vals narrower than appropriate, and thus, with less than nominal (1- ) coverage.  To test this

contention, we compared two alternative methods of confidence interval estimation to the stan-

dard normal theory approach using Monte-Carlo simulations of survival data.  The first alternative

method used percentile based confidence intervals generated from a non-parametric bootstrap

algorithm.  The second method used profile likelihood intervals.  Coverage rates and confidence

interval widths for the three methods were compared to determine the best estimation procedure

and discern differences among the methods.

Methods

Monte-Carlo simulation

We started with a fixed release size and a known set of capture and survival probabilities.

These initial conditions were used to randomly generate sets of capture histories forR  simulated

animals, whereR represents the release size.  We simulated a simple case in which there is an ini-

tial release, followed by two subsequent downriver recapture locations.  Thus the initial condi-

tions consisted of a release sizeR; a probability of detection (given that the animal is still alive) at

α
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recapture site 1, denoted byP1; a probability of surviving release to recapture site 1, denoted by

S1; a probability of detection (given that the animal is still alive) at recapture site 2, denoted byP2;

and a probability of surviving between recapture sites 1 and 2, denoted byS2 (Fig. 1).  To compare

this simulated scenario to the primary releases on the Snake River, the initial release would be at

the head of Lower Granite Reservoir.  Then the downriver recapture sites would be Lower Granite

Dam and Little Goose Dam, respectively.  For simplicity, we assumed thatS1 = S2 = S and

P1 = P2 = P.

The fate of each animal was simulated independently based on draws from independent Ber-

noulli random variables.  Each animal required up to four independent draws, two to determine

survival in the intervals, and, if alive, two more to determine detections.   For example, a capture

history of  110  would indicate that the animal in the initial release (as indicated by the initial 1),

was alive and detected at recapture site 1 (as indicated by the second 1) but was not detected at

recapture site 2 (as indicated by the 0).  If we observed an animal with this capture history, we

P1 P2R

Fig. 1. Mark-recapture scenario used in the simulations with an initial
release and two subsequent downriver detections.

Release site Recapture site 1 Recapture site 2

S1 S2
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would not be able to determine whether that individual had died or had survived but escaped

detection at the second site.  This simulation process resulted in the creation of a data file consist-

ing of R independent capture histories for theR animals.  This entire process was then repeated

some large number,N, of times (typically 1000) so that for each set of initial conditions there

wereN independent sets of capture history data.

Using the Cormack (1964) model there are three parameters which can be estimated from this

data:  the probability of survival from the initial release to the first recapture site,S1;  the probabil-

ity of recapture at the first recapture site,P1; and the joint probability of survival from the first

recapture site to the second recapture site and recapture at the second recapture site .

The two components of this last parameter (i.e.S2 andP2) are not separately estimable using the

standard Cormack model.

These data files were then analyzed using the Cormack estimators forS1, P1, and , along

with normal theory confidence intervals, non-parametric bootstrap confidence intervals, and pro-

file likelihood confidence intervals.  These intervals were computed for the first period survival

probability,S1.  These procedures focus onS1 because the survival probabilities are usually the

key parameters of interest, while the others may be viewed as nuisance parameters.

Simulation scheme

Simulations were run based on several scenarios for the parameter values.  These scenarios

were chosen to approximate the ranges of release sizes and survival and capture probabilities typ-

ical for the 1993 and 1994 survival studies on the Snake River.  In the baseline simulation (sce-

nario 1), the release size,R, was set to 1000; the survival probabilities,S1 andS2, were set at 0.6;

and the capture probabilities,P1 andP2, were set at 0.5.  A “star design” simulation scheme (Fig.

2) was carried out so that in each subsequent simulation, one of the three parameters,S1, P1, orR

was given a greater or lesser value.  This resulted in six more simulation scenarios.  The parameter

values used in the Monte Carlo simulations are summarized in Table 1.  In each scenario, the

λ S2P2=

λ
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 value of  was set equal to the product ofS1 andP1.  That is, the second period survival and cap-

ture probabilities were set equal to the values of the first period survival and capture probabilities.

Three additional simulations were performed taking values from 1993 and 1994 Snake River sur-

vival studies as the initial conditions.  The parameters for these simulations are given in Table 2.

Table 1: Input parameter values for “star” design simulation scenarios.

Scenario number R S P N

1 (baseline) 1000 0.60 0.50 1000 0.30

2 (high S) 1000 0.85 0.50 1000 0.425

3 (low S) 1000 0.35 0.50 1000 0.175

4 (high P) 1000 0.60 0.80 1000 0.48

5 (low P) 1000 0.60 0.20 1000 0.12

6 (low R) 400 0.60 0.50 1000 0.30

7 (high R) 2500 0.60 0.50 1000 0.30

Baseline Scenario 1
    R= 1000
    S1= 0.60
    P1= 0.50

Scenario 3
S1=0.35

Scenario 4
P1=0.80

Scenario 6
R= 400 Scenario 7

R= 2500

Scenario 5
P1 = 0.20

Scenario 2
S1 = 0.85

Fig. 2. Schematic of the “star” simulation design.  In each of scenarios 2-7
one parameter value is either increased or decreased from its baseline value.

λ

λ
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For each of the three methods, 90% and 95% confidence intervals were computed from each

of theN  data sets.  Recall that for each scenarioN=1000 data sets were simulated and confidence

intervals computed with the three methods.  These methods were compared for coverage, average

interval width, and interval symmetry.  Coverage was measured as the percentage of intervals (out

of N) that included the true value ofS1.  A procedure for constructing 95% confidence intervals

should produce actual coverage close to 95%.  Average interval width is considered since we

would like the smallest interval that achieves nominal coverage.  Symmetry is a desirable, but not

crucial, property for the confidence intervals.  We define it as the degree to which the confidence

interval tends to miss the true value ofS1 equally from the right and from the left.  Ideally, a 95%

confidence interval would not include the true value ofS1 due to overestimation 2.5% of the time

and, likewise, due to underestimation 2.5% of the time.  Here, underestimation is taken to mean

that the confidence interval lies entirely below (i.e. includes only values less than) the true value

of the parameter.

Cormack model

In the Cormack likelihood model, closed form estimators can be found for the capture and sur-

vival probabilities and for their associated standard errors.  If we let n100, n101, n110, and n111 rep-

resent the number of animals from theR animals released that have the capture history indicated

by the subscript, then the multinomial likelihood can be written as:

Table 2: Input parameter values for simulation scenarios based on 1993-1994
Snake River juvenile salmonid survival studies.

Simulation R S1 P1 S2 P2

1993 primary Chinook release 7 1405 0.886 0.531 0.869 0.449

1994 primary Chinook release 4 1190 0.941 0.402 0.723 0.241

1994 primary Chinook release 9 542 0.933 0.307 0.688 0.134
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.

The estimate for the first period survival probability,S1, can be expressed as:

and a closed form expression for  can be computed using the delta method.

Normal based confidence intervals

Using the Cormack model as given above, 100(1- ) % confidence intervals can be computed

as:

where  is the value of the standard normal variable Z such that the area to the right of  is .

Thus a 95% confidence interval forS1 is given by:

where ( ) is the standard error of the estimate, equal to the square root of

.

L S1 P1 λ n100 n101 n110 n111, , ,, ,( )
R

n100 n101 n110 n111, , , 
 
 

•=

S1P1λ( )n111 S1P1 1 λ–( )( )n110 S1 1 P1–( )λ( )n101 1 S1P1– S1λ– S1P1λ+( )n100

S1
ˆ

n110 n111+( ) n101 n111+( )
Rn111

------------------------------------------------------------------=

Var Ŝ1 S1( )

α

S1
ˆ Zα

2
---

Varˆ Ŝ1 S1( )•±

Zα Zα α

S1
ˆ 1.96 S.E.ˆ Ŝ1 S1( )•±

S.E.ˆ Ŝ1 S1

Var Ŝ1 S1( )
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Non-parametric bootstrap percentile confidence intervals

For each data set generated, a bootstrap procedure (Efron and Tibshirani 1993) was used to

compute estimates of the survival probability,S1, and its standard error.  Bootstrapping involves

resampling from the data (in this case, the individual capture histories) with replacement.  If there

areR individuals in the original set of capture histories, there will beR “individuals” in the boot-

strap data set.  Capture histories of some animals in the original data set may appear more than

once while others will not appear at all.  This resampling procedure is then repeated a large num-

ber (usually denoted byB) of times.  Values ofB from 1000 to 10,000 are typical.  A natural 100

(1- ) % confidence interval forS results from taking the 100 ( /2) and 100 (1- /2) percentiles

of theB estimates ofS.  For example, a 95% confidence interval is formed by taking the 2.5 per-

centile as the lower limit and the 97.5 percentile as the upper limit.  We calculated 90% and 95%

bootstrap percentile confidence intervals in this manner.

Profile likelihood confidence intervals

The profile likelihood concept has been gaining favor in the biometrical community (Cormack

1992; Hirst 1994) and was also used here to generate confidence intervals forS1.  This method is

based on the likelihood ratio test (Kalbfleish and Sprott 1970).  In order to construct a profile con-

fidence interval forS1, we first found the likelihood value for the Cormack likelihood model eval-

uated at the maximum likelihood estimates (MLE), , , and .  We denote this likelihood by

.  The profile likelihood confidence interval forS1 can then be expressed by the equa-

tion:

where  is the value of the likelihood function evaluated at someS1 other than the

MLE and at the  and  that maximize the likelihood given this value forS1. The confidence

interval estimates are based on the asymptotic  distribution of the log-likelihood ratio given

α α α

S1
ˆ P1

ˆ λ̂

L Ŝ P̂ λ̂, ,( )

CI S1( ) S1: 2
L S1 P1'

ˆ λ'ˆ, ,( )

L S1
ˆ P1

ˆ λ̂, ,( )
-------------------------------

 
 
 

χ1 1 α–,
2≤ln–

 
 
 

=

L S1 P1'
ˆ λ'ˆ, ,( )

P'ˆ λ'ˆ

χ2
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above.  Computationally, we find the confidence interval using a simple direct search routine

beginning at the MLE, then choosing values ofS1 above and below the MLE until the above ine-

quality is no longer satisfied.  Those values ofS1 that first reject the inequality become the upper

and lower endpoints of the confidence interval based on the profile likelihood.  Again, 90% and

95% confidence intervals forS1 were computed in this manner.

Results

Confidence interval comparison

Results for the baseline simulation, Scenario 1, are presented in Table 3.   For both the 90%

and 95% confidence intervals, each method produced close to nominal coverage and similar

widths.  The bootstrap percentile and profile likelihood interval were somewhat more symmetric.

Figure 3 provides a plot of coverages for different values ofS1 for the three different confidence

interval methods, based on the 95% intervals.  We would expect maximum coverage at the true

value of the parameter,S1 = 0.6, which is what is seen in the cases of the profile likelihood and

bootstrap intervals.  Maximum coverage for the normal theory intervals occurred at a point just

below 0.60 (0.58) indicating a tendency for the normal theory intervals to slightly underestimate

the survival probability.

Table 3: Simulation results for Scenario 1 (Baseline).

Confidence
coefficient

Method
Actual

coverage
Average
width

% under-
estimated

% over-
estimated

90% Normal theory 89.8 0.135 6.1 4.1

90% Bootstrap percentile 89.3 0.137 5.1 5.6

90% Profile likelihood 89.5 0.136 5.0 5.5

95% Normal theory 94.1 0.161 4.4 1.5

95% Bootstrap percentile 94.0 0.164 3.0 3.0

95% Profile likelihood 94.0 0.163 2.8 3.2
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Fig. 3.  Percent coverage of 95% confidence intervals for three alternative methods

of interval construction at different values ofS1, whenS1=0.60 (vertical line) in the

Monte-Carlo simulation (Scenario 1).
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Table 4 contains the simulation results for Scenario 2, whereS1 has been increased above the

baseline to 0.85.  Here the three methods performed nearly identically.  The normal theory inter-

vals had slightly larger than nominal coverage and comparable width to the bootstrap percentile

and profile likelihood confidence intervals.  The normal theory intervals were slightly less sym-

metric than the other two methods.  The 95% coverage plots (Fig. 4) again coincided for the boot-

strap percentile and profile likelihood intervals, whereas the normal theory intervals tended to

slightly underestimate the survival probability, with maximum coverage occurring at a value

slightly less than 0.85.

Table 5 contains the simulation results for Scenario 3, whereS1 has been reduced below the

baseline level to 0.35.  This results in fewer animals being seen at the recapture sites and hence

decreased precision in the estimate of the survival probability.  Note that all three methods still

produced intervals of nominal coverage but that the intervals on average were substantially wider

than in the two previous scenarios.  The normal intervals were quite asymmetric in this simula-

tion, as is especially apparent in a comparison of the 90% confidence intervals for S.  Again, the

95% coverage plot (Fig. 5) showed agreement between the bootstrap and profile likelihood inter-

vals while the normal theory intervals had maximum coverage at a value less than 0.35 (0.33).

Table 4: Simulation results for Scenario 2 (High S).

Confidence
coefficient

Method
Actual

coverage
Average
width

% under-
estimated

% over-
estimated

90% Normal theory 90.8 0.119 5.2 4.0

90% Bootstrap percentile 90.0 0.119 4.7 5.3

90% Profile likelihood 90.3 0.120 4.4 5.3

95% Normal theory 95.2 0.142 3.2 1.6

95% Bootstrap percentile 94.3 0.143 2.8 2.9

95% Profile likelihood 94.7 0.143 2.8 2.5
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Fig. 4.  Percent coverage of 95% confidence intervals for three alternative methods

of interval construction at different values ofS1, whenS1=0.85 (vertical line) in the

Monte-Carlo simulation (Scenario 2).
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of interval construction at different values ofS1, whenS1=0.35 (vertical line) in the

Monte-Carlo simulation (Scenario 3).
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Table 6 contains the simulation results for Scenario 4, whereP1, the probability of detection at

the first recapture site has been increased above the baseline level to 0.80.  Again, this was a sce-

nario where many animals were seen on multiple occasions so that there was sufficient informa-

tion to estimateS1 with good precision.  The three methods produced nearly identical results in

terms of coverage, width, and symmetry.  The average interval was quite narrow due to the abun-

dant information and the resulting high degree of precision.  The three methods also coincided on

the 95% coverage plots (Fig. 6), with all three indicating maximum coverage at  = 0.60, and

coverage dropping off sharply for values of  below and above 0.60.

Table 5: Simulation results for Scenario 3 (Low S).

Confidence
coefficient

Method
Actual

coverage
Average
width

% under-
estimated

% over-
estimated

90% Normal theory 89.6 0.148 8.1 2.3

90% Bootstrap percentile 89.8 0.156 5.1 5.1

90% Profile likelihood 89.7 0.154 5.0 5.3

95% Normal theory 94.4 0.177 5.0 0.6

95% Bootstrap percentile 95.6 0.189 1.4 3.0

95% Profile likelihood 95.5 0.186 1.5 3.0

Table 6: Simulation results for Scenario 4 (High P).

Confidence
coefficient

Method
Actual

coverage
Average
width

% under-
estimated

% over-
estimated

90% Normal theory 89.6 0.0661 5.6 4.8

90% Bootstrap percentile 89.6 0.0661 5.4 5.0

90% Profile likelihood 89.6 0.0665 5.3 5.1

95% Normal theory 94.7 0.0788 3.1 2.2

95% Bootstrap percentile 94.4 0.0789 2.9 2.7

95% Profile likelihood 95.1 0.0792 2.5 2.4

Ŝ1

Ŝ1
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Fig. 6.  Percent coverage of 95% confidence intervals for three alternative methods

of interval construction at different values ofS1, whenS1=0.60 (vertical line) in the

Monte-Carlo simulation (Scenario 4).
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Table 7 contains the simulation results for Scenario 5, whereP1, the probability of detection at

the first recapture site has been reduced from the baseline level to 0.20.  This reflects another sce-

nario where few animals are detected subsequent to the initial release, resulting in estimates with

low precision.  The normal theory intervals had the largest coverage for the 90% intervals, yet the

lowest for the 95% intervals.  Also, the normal theory intervals were highly asymmetric, tending

to underestimate the value of the survival probability.  In this case, the profile likelihood intervals

seemed to perform better overall, with nominal coverage, symmetry, and only slightly wider inter-

vals.  The intervals for the bootstrap percentile method were substantially wider.  The 95% cover-

age plot (Fig. 7) shows similar results for the bootstrap and profile likelihood intervals, both

achieving maximum coverage at the simulated value,  = 0.60.  Although the normal intervals

provide near-nominal coverage at  = 0.60, the maximum coverage occurs at a value well below

0.60 at 0.47, indicating a tendency to underestimate the true survival probability.

Table 8 contains the simulation results for Scenario 6, whereR, the initial release size, has

been decreased from the baseline level of 1000 individuals to 400.  This reflects another scenario

where few animals are detected subsequent to the initial release, resulting in estimates with lower

precision.  The normal theory intervals had the largest coverage for the 90% intervals and the low-

Table 7: Simulation results for Scenario 5 (Low P).

Confidence
coefficient

Method
Actual

coverage
Average
width

% under-
estimated

% over-
estimated

90% Normal theory 91.1 0.504 8.7 0.2

90% Bootstrap percentile 88.4 0.601 4.5 7.1

90% Profile likelihood 88.4 0.508 5.9 5.7

95% Normal theory 93.3 0.601 6.7 0.0

95% Bootstrap percentile 94.4 0.774 1.7 3.9

95% Profile likelihood 95.1 0.650 2.5 2.4

Ŝ1

Ŝ1
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Fig. 7.  Percent coverage of 95% confidence intervals for three alternative methods

of interval construction at different values ofS1, whenS1=0.60 (vertical line) in the

Monte-Carlo simulation (Scenario 5).
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est for the 95% intervals, but all three methods provided essentially nominal coverage.  The inter-

val widths were similar, with the normal theory intervals again being slightly narrower, and some-

what more asymmetric.  The 95% coverage plot (Fig. 8) shows maximum coverage of the

bootstrap and profile likelihood intervals occurred at the simulated value,S1 = 0.60, while the

maximum coverage for the normal theory intervals occurred at 0.58, again indicating a tendency

for these intervals to underestimate the survival probability.

Table 9 contains the simulation results for Scenario 7, whereR, the initial release size, has

been increased from the baseline level of 1000 individuals to 2500.  This results in more animals

being detected subsequent to the initial release, resulting in estimates with greater precision.  Cov-

erages for the three methods were very similar, but somewhat below nominal coverage.  The inter-

val widths were nearly identical, and again the normal theory intervals exhibited somewhat

greater asymmetry.  The 95% coverage plot (Fig. 9) shows maximum coverage for all three meth-

ods occurred close to the simulated value,S1 = 0.60, and, as in Scenario 4, coverage dropped off

sharply for values of  below and above 0.60.

Table 8: Simulation results for Scenario 6 (Small R).

Confidence
coefficient

Method
Actual

coverage
Average
width

% under-
estimated

% over-
estimated

90% Normal theory 90.0 0.217 7.8 2.2

90% Bootstrap percentile 89.5 0.225 5.9 4.6

90% Profile likelihood 89.7 0.223 5.6 4.7

95% Normal theory 94.3 0.258 5.3 0.4

95% Bootstrap percentile 94.7 0.272 2.8 2.5

95% Profile likelihood 95.1 0.269 2.7 2.2

Ŝ1
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Fig. 8.  Percent coverage of 95% confidence intervals for three alternative methods

of interval construction at different values ofS1, whenS1=0.60 (vertical line) in the

Monte-Carlo simulation (Scenario 6).
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Fig. 9.  Percent coverage of 95% confidence intervals for three alternative methods

of interval construction at different values ofS1, whenS1=0.60 (vertical line) in the

Monte-Carlo simulation (Scenario 7).
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Additional simulations were run based on conditions observed in the Snake River in 1993 and

1994 (Table 2).  The 1993 Snake River primary release 7 (Iwamoto et al. 1994) resulted in param-

eter estimates indicating high survival from the release in Lower Granite Reservoir to the tailrace

of Lower Granite Dam (S1 = 0.886) and from Lower Granite Dam to Little Goose Dam (0.869),

along with reasonably high detection probabilities (0.531, 0.449) at the two dams, respectively.

The initial release,R, size was 1405.  These parameter values correspond most closely to Scenario

2 and the results of a simulation using these initial conditions confirms this (Table 10).  The three

methods of confidence interval construction perform nearly identically.  The 95% coverage plot

also (Fig. 10) confirms this with maximum coverage for the three methods occurring close to

 = 0.886.

In 1994, detection probabilities on the river varied widely, in large part due to increased spill

over the dams late in the season (Muir et al. 1995).  The 1994 Snake River Chinook primary

release 4 resulted in high estimates of survival probabilities (0.941, 0.723) but low estimates of

detection probabilities (0.402, 0.241), along with a release size,R, equal to 1190.  This represents

Table 9: Simulation results for Scenario 7 (Large R).

Confidence
coefficient

Method
Actual

coverage
Average
width

% under-
estimated

% over-
estimated

90% Normal theory 87.7 0.0846 7.1 5.2

90% Bootstrap percentile 87.5 0.0850 6.3 6.2

90% Profile likelihood 87.3 0.0852 6.1 6.6

95% Normal theory 94.1 0.101 4.0 1.9

95% Bootstrap percentile 93.8 0.101 3.1 3.1

95% Profile likelihood 94.2 0.102 2.8 3.0

Ŝ1
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Fig. 10.  Percent coverage of 95% confidence intervals for three alternative meth-

ods of interval construction at different values ofS1, whenS1=0.886 (vertical line)

in the Monte-Carlo simulation (Scenario based on 1993 Snake River chinook pri-

mary release group 7).
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survival probabilities higher than the baseline scenario, but detection probabilities lower than the

baseline.  In this simulation (Table 11), the performance of the three methods is comparable.  All

provide nearly nominal coverage.  The normal intervals are again slightly narrower and more

asymmetric than the bootstrap and profile likelihood intervals.  The bootstrap and profile likeli-

hood intervals have maximum coverage approximately at the simulated value for the survival

probability (0.941) (Fig. 11), while the normal theory intervals again have maximum coverage at

a point slightly less than the simulated value (0.92).

Table 10: Simulation results for 1993 Snake River Chinook primary release 7.

Confidence
coefficient

Method
Actual

coverage
Average
width

% under-
estimated

% over-
estimated

90% Normal theory 89.4 0.101 6.8 3.8

90% Bootstrap percentile 88.2 0.102 6.7 5.1

90% Profile likelihood 89.2 0.102 6.0 4.8

95% Normal theory 94.8 0.120 3.8 1.4

95% Bootstrap percentile 94.4 0.120 3.5 2.1

95% Profile likelihood 95.1 0.121 3.0 1.9

Table 11: Simulation results for 1994 Snake River Chinook primary release  4.

Confidence
coefficient

Method
Actual

coverage
Average
width

% under-
estimated

% over-
estimated

90% Normal theory 89.9 0.250 7.2 2.9

90% Bootstrap percentile 89.9 0.255 5.5 4.6

90% Profile likelihood 89.8 0.254 5.5 4.7

95% Normal theory 94.9 0.298 4.5 0.6

95% Bootstrap percentile 94.5 0.306 2.8 2.7

95% Profile likelihood 94.8 0.304 2.5 2.7
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Fig. 11.  Percent coverage of 95% confidence intervals for three alternative meth-

ods of interval construction at different values ofS1, whenS1=0.941 (vertical line)

in the Monte-Carlo simulation (Scenario based on 1994 Snake River chinook pri-

mary release group 4).
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The 1994 Snake River Chinook primary release 9 (Muir et al. 1995) resulted in moderately

high estimates of survival probabilities (0.933, 0.688) but very low estimates for the detection

probabilities (0.307, 0.134), along with a very small release size,R, equal to 542.  This represents

survival probabilities higher than the baseline scenario, but detection probabilities much lower

than the baseline, and a release size much lower than the baseline.  This results in poor precision

for all three methods of confidence interval construction (Table 12), as evidenced by wide inter-

vals.  The coverages for the methods are close to nominal but the widths are so large as to be of lit-

tle practical value.  However, the profile likelihood method results in the narrowest 90% intervals,

while normal theory results in the narrowest 95% intervals.  Normal theory intervals again are

highly asymmetric with a tendency to underestimate the survival probability.  The 95% coverage

plot (Fig. 12) demonstrates the imprecise nature of the intervals under these initial conditions.

Maximum coverage for the normal theory intervals occurs at a value much less than the simulated

value of 0.933 (0.75).  The bootstrap and profile likelihood intervals, however, do exhibit maxi-

mum coverage near (0.95) the simulated value for the survival probability.

Table 12: Simulation results for 1994 Snake River Chinook primary release 9.

Confidence
coefficient

Method
Actual

coverage
Average
width

% under-
estimated

% over-
estimated

90% Normal theory 91.6 0.724 8.4 0.0

90% Bootstrap percentile 91.2 0.856 3.3 5.5

90% Profile likelihood 91.5 0.659 3.9 4.6

95% Normal theory 94.8 0.863 5.2 0.0

95% Bootstrap percentile 95.7 1.096 1.7 2.6

95% Profile likelihood 95.6 0.887 2.1 2.3
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Fig. 12.  Percent coverage of 95% confidence intervals for three alternative meth-

ods of interval construction at different values ofS1, whenS1=0.933 (vertical line)

in the Monte-Carlo simulation (Scenario based on 1994 Snake River chinook pri-

mary release group 9).
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Parameter estimates and variance comparison

Estimates of the first period survival probability from the Cormack model and the bootstrap

algorithm and their associated variances were also calculated (Table 13).  Here,  was the aver-

age estimate ofS1 from the Cormack model averaged over theN  iterations (simulated mark-

recapture data sets).  The average bootstrap estimate ofS1 was based on the sameN data sets.  In

most cases the average bootstrap estimate was slightly larger than the average Cormack estimate,

with both slightly larger than the true value ofS1.  In simulations where a large number of individ-

uals were recaptured, the differences were quite small (e.g. Scenarios 1,2,4).  When fewer individ-

uals were recaptured, the bias in the methods became larger (e.g. Scenario 5, 1994 Snake River

chinook primary release 9), particularly for the bootstrap estimates, resulting in estimates ofS1

greater than the true value.

Table 13: Average estimates of the survival probability,S1, and estimates of variance for the
Cormack model and the bootstrap method.

avg.
bootstrap

average
bootstrap
variance

Scenario 1 0.60 0.603 0.605 0.00172 0.00171 0.00178

Scenario 2 0.85 0.853 0.854 0.00129 0.00132 0.00134

Scenario 3 0.35 0.354 0.360 0.00233 0.00218 0.00257

Scenario 4 0.60 0.600 0.600 0.000404 0.000405 0.000406

Scenario 5 0.60 0.636 0.684 0.0276 0.0286 0.0649

Scenario 6 0.60 0.605 0.611 0.00452 0.00454 0.00510

Scenario 7 0.60 0.601 0.602 0.000696 0.000666 0.000675

1993 - SRPR 7 0.886 0.886 0.887 0.000991 0.000949 0.000963

1994 - SRPR 4 0.941 0.945 0.951 0.00561 0.00592 0.00628

1994 - SRPR 9 0.933 0.975 1.040 0.0512 0.0582 0.131

S1 Ŝ1
S1
ˆ

Var S1
ˆ( ) Var S1

ˆ S1( )

Ŝ1
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In Table 13,  is the empirical variance of the Cormack estimates defined as

.

The empirical variance is our best estimate of the true sampling variance of the release-recapture

method.  Whereas  gives the average of the Cormack model-based estimates of the

variance ofS1, so that

.

The average bootstrap variance is calculated as the mean of the empirical variance of the boot-

strap estimates.  That is,

whereB is the number of bootstrap iterations, and  represents an individual estimate from the

bootstrap procedure.

Again, in the scenarios where a large number of individuals are recaptured, the average

model-based variance, , and the average bootstrap variance produce comparable

estimates of the true variance of the parameter,S1.  In scenarios where fewer individuals are

recaptured, the average model-based variance produced estimates of the variance close to the esti-

mate of the true variance (i.e. the empirical variance) while the bootstrap variance tended to over-

estimate the sampling variance.

Var S1
ˆ( )

Var S1
ˆ( )

Ŝ1 ij, Ŝ1–( )
2

i 1=

N

∑
N 1–

---------------------------------------=

Var S1
ˆ S1( )

Var S1
ˆ S1( )

Var Ŝ1 i, S1( )
i 1=

N

∑
N

-----------------------------------------=

 Average bootstrap variance

Ŝ1 ij, Ŝ1 i,–( )
2

j 1=

B

∑
B 1–

-------------------------------------------

i 1=

N

∑

N
----------------------------------------------------------=

Ŝ1 ij,

Var S1
ˆ S1( )
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Conclusions

Based on Monte-Carlo simulations and an underlying Cormack model, normal theory confi-

dence intervals for survival probabilities provide close to nominal coverage for the range of

release sizes and survival and detection probabilities typically seen on the Snake River.  Alterna-

tive methods of confidence interval construction based on a bootstrap algorithm and based on the

profile likelihood were also calculated.  These intervals also provided close to nominal coverage

usually at the expense of slightly greater width but with the benefit of added symmetry.  In cases

of large release sizes, and high survival and/or high detection probabilities the three methods pro-

duced virtually indistinguishable results.  When these conditions were not met, the three methods

each continued to provide near nominal coverage but differences in width and symmetry became

more apparent.  The greatest discrepancies among the methods were seen in the simulation based

on the 1994 Snake River Chinook primary release 9. In this simulation, differences between meth-

ods were exhibited in interval width and symmetry.  The simulations that resulted in the narrowest

normal theory confidence intervals (i.e. based on large release size and high survival and/or detec-

tion probabilities) also showed the greatest agreement among the three methods of confidence

interval construction.  In all cases, bootstrap percentile intervals and the profile likelihood based

intervals produced very similar results.

In cases where the three methods do not agree, the choice of the appropriate method of confi-

dence interval procedure will depend on the desired properties.  Based on the results presented

here, the bootstrap percentile intervals would not be the appropriate choice in any of the scenarios.

The intervals produced by the bootstrap algorithm were never superior to the other methods and

the bootstrap method is the most computationally intensive.

Normal theory and the profile likelihood both produced intervals of nominal coverage under a

wide range of simulated conditions.  In the cases where they produced different results, a choice

between these methods is a choice between the narrower, asymmetric intervals resulting from the

normal theory, and the wider, symmetric intervals based on the profile likelihood.  In a situation

where there is equal concern about overestimation and underestimation of parameters, symmetric

intervals would be desirable and the profile likelihood method should be used.  Based on this, our

recommendation is that profile likelihood methods be incorporated into SURPH and that the pro-

file likelihood should be the method for constructing confidence intervals for survival probabili-
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ties for juvenile salmonids on the Columbia and Snake River systems.  For most river conditions,

the resulting intervals will be similar to the normal theory intervals providing added assurance of

reliable estimates.
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